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1 Notation

Consider the following system of N equations in IV endogenous variables and K exogenous variables

ay Y+t ayyne F 0Ty 4+ by T = Uy
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and a sample of T' 7id observations t € {1,...,T}.
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Then, we can compactly write the system for observation ¢ as
Ayr + Bxy = uy (2)

and, transposing and stacking the system for the 7" observations, we obtain the matrix equation

YA + XB =U, (3)
where
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2 Identification
Solving Equation (2) for y;, we get the reduced form
yr = Hxy + vy, (4)

where
I=-A"'B

UV = A_lut.

Since z; are exogenous variables —i.e., E [zyu}] = Ox y—, II is identified if rank (E [z,2}]) = K:
Vi = 0 4
== zeyy = 22y I + a0
- E[ziy;] =E [z 2] I + E [z uy] A~V
— II'=E [z xé]fl E [ ;]
Therefore, identification of the structural parameters in A and B boils down to whether matrix equation
M=-A"'B < AIl+ B =0y« (5)

has a unique solution. It is immediately obvious that this is not the case without further restrictions on
the structural parameters —i.e., additional linear equations in the structural parameters— since there

are N2 parameters in A and N K parameters in B but we have only NK linear equations in (5).



We can understand the problem better by vectorizing Equation (5). Write
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Now, vectorize the LHS of Equation (5):!

vec (AIl + B) = vec (AII) + vec (B)
= vec (INyATl) + Iyk vec (B)
= (H' ® IN) vec (A) + Iy vec (B)

= (H/®IN) a+INKb

a
— (e L) Iy
=Va.

Therefore, Equation (5) can be written as the system of NK linear equations in N? + NK unknowns

—the parameters in a—

VO[ == ONK %1 (6)
or, equivalently,

ha,+ -+ myay+b; =0
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(7)

! The first equality uses the linearity of the vec operator, and the third equality uses the property that, for arbitrary

conformable matrices A, B, and C,
vec (ABC) = (C' ® A) vec (B).



T al + -+ meyal + b =0.

It is clear that we need N? additional linearly independent restrictions on the parameters in « to have

identification —i.e., a system with a unique solution.
Consider imposing the set of L linear restrictions on «
Wa = w,
where W is an L x (N? + NK) matrix and w is an L x 1 vector. Then our system becomes

Vv Onrex
o — NKx1 ’ (8)
w w

and a necessary condition for a unique solution, which we call the order condition, is that we have at

least as many linearly independent equations as unknowns, i.e.,
NK+L>N?+NK < L> N>

In other words, matrix W must have at least N2 rows. A sufficient condition for a unique solution, which

we call the rank condition is that

14 2
rank =N+ NK.
w

An alternative way to understand the problem of identification is the following. Let P be any N x N

nonsingular matrix and premultiply Equation (2) by P:
A%y + B¥xy = vy, 9)
where A* = PA, B* = PB, and u; = Pu;. Notice that the reduced form associated with (9),
Y= —A*"'B*z, + A*_1u;k
= —(PA) Y (PB)z; + (PA) ™" (Puy)
=—-A"'P'PBxy+ AP Py,

= —A'Bz;+ Ay



= Ilzy + vy,

is exactly (4). Therefore, there are multiple equivalent structures —i.e., structural systems of equations
like (1) and (9)— in the sense that they share the same reduced form. That is, one reduced form is

consistent with multiple structures —actually, infinitely many: one for each nonsingular P.

We can define an admissible linear transformation as an N x N non singular matrix such that
P [ A B} satisfies all the restrictions we imposed on [ A B] .2 Identification is equivalent to Iy being
the only admissible linear transformation so that there is a unique structure that is consistent with a given
reduced form. We need “prior information” on the structural parameters —i.e., additional restrictions—
in order to identify the system. This is easier to understand in the special case where we are interested

in the structural parameters from the first equation only.

2.1 Identification of the parameters in a single equation

Suppose we are only interested in the first equation of system (1)
aiylt‘*‘“'+a}vym+bi$1z+"‘+b}<$m = Uyt
< yia' + b = uy,.

Then, the question is when is
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identified, and the answer boils down to whether the system of equations corresponding to the first row

of Equation (5)
1/ 1/
a II+b" = 01><K
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2 We would also require that E [ufu}”] = PXP’ satisfies all the restrictions on ¥ = E [usu}] but, for simplicity, we are

abstracting away from such restrictions.



a

< |:H/ IK:| - 0K')(l
bl

— Via' = 0xy;

has a unique solution. This is a system of K linear equations on N 4+ K unknowns —the parameters in

a'—, where
Vi= [H’ [K] .
We need at least N additional linearly independent equations —i.e., restrictions on the parameters in

a'— to be able to identify «'. If we consider imposing the set of Ly linearly independent restrictions

Wha! =w' (10)

where W' is L1 x (N + K) and w' is L; x 1, the necessary order condition is that
K+Li>N+K < L >N

The system becomes

CE[A B} — ('= B:

be the matrix of structural parameters in system (1) and {e,};’ , the canonical basis vectors of R¥. Note
that the i*" column of C’ corresponds to the structural parameters that appear in the i*" equation of

system (1), o'
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= o e,
= (e,
and, in general, o' = C’e,;. Thus,
C'=CIy
—C [61 eN]
= [0’61 C’eN]

e a].

We define an admissible linear transformation as an N x N non singular matrix P such that C'P
satisfies all the restrictions we imposed on « —the parameters in C— through the set of restrictions in

(10). Partition arbitrary nonsingular N x N matrix P as

P=[p - p]
so that
¢'=c'p
=C'|p, pa]
= |c'p - Oy
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The additional information about the structural parameters contained in the linear restrictions (10) is
sufficient for identification of the structural parameters in the first equation, o', if the only &' satisfying

(10) is a' = a', i.e., the only admissible linear transformations P are such that p; =e,.
Now, a' satisfies the linear restrictions in (10) if and only if

Wi =



— W' (C'p) =w'
= (W'C")p =",
which is true by assumption for p, = e, since

wt (C”el) =W'a!

by (10). Therefore, the solution set of the L x N linear system —with Ly > N—
(ch/) p1L = wl

is nonempty and what we are looking for is a condition that guarantees its dimension is 1. We know from

linear algebra that the system will have at most one solution if
rank (W'C") = N

and, since we know it has at least one solution, this rank condition is sufficient for identification.
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